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Abstract. Legal texts are often long, unstructured, and domain-speci�c,
posing challenges for traditional NLP systems�especially in low-resource
languages like Arabic. This paper introduces an Agentic Retrieval Aug-
mented Generation (RAG) system tailored for Arabic legal question an-
swering, with a focus on rulings from the Algerian Supreme Court. By
combining document-grounded generation with modular, goal-directed
behavior, the system enhances retrieval quality and response reliability.
Unlike conventional RAG, our agent includes specialized components for
�ltering, recommending legal articles, and generating answers grounded
in real legal sources. To support this system, we develop two Arabic legal
datasets: annotated rulings and synthetic question�answer pairs. Experi-
mental results show that our agent consistently retrieves relevant context
and generates accurate, �uent Arabic answers. This work demonstrates
how integrating agentic reasoning with RAG can improve transparency
and factual accuracy in legal NLP, o�ering a robust solution for complex
legal queries in low-resource environments.

Keywords: Agentic AI · Retrieval-Augmented Generation (RAG)· Le-
gal NLP · Arabic Language Processing · Legal Question Answering ·

Low-Resource Languages

1 Introduction

In recent years, Natural Language Processing (NLP) has become a crucial tool
for extracting insights from large volumes of unstructured text across diverse
domains [1]. Legal and regulatory documents present unique challenges for NLP
systems due to their length, lack of structure, and domain-speci�c language[2].
These di�culties are further ampli�ed in low-resource and multilingual envi-
ronments, where texts may exist only as scanned �les and combine formal lan-
guage with regional variations[3]. The scarcity of annotated datasets and domain-
speci�c models limits progress in building e�ective legal NLP systems.

Large Language Models (LLMs) o�er new capabilities but remain prone to
hallucination�producing �uent yet incorrect responses[4]. This limitation is par-
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ticularly problematic in the legal domain, where responses must be both accu-
rate and traceable to authoritative sources. To address this problem, Retrieval-
Augmented Generation (RAG) combines the generative capabilities of large lan-
guage models with external document retrieval, grounding outputs in real source
material [5]. While RAG improves factual accuracy, its traditional architecture
is often linear and static�retrieving once, then generating�limiting its ability
to handle complex queries that require deeper contextual understanding or iter-
ative reasoning. Recent advances in Agentic AI, which introduce modular, goal-
directed behavior through planning, re�ection, and tool use[6], o�er a promising
way to overcome these limitations. The convergence of these two paradigms gives
rise to Agentic RAG: a framework where autonomous agents dynamically guide
retrieval, evaluation, and generation[7], enabling more adaptable and context-
aware processing in the legal and juridical domains.

Several studies have explored the application of RAG in legal contexts. Legal-
RAG [8] introduced a bilingual question-answering system for Bangla�English
gazettes. A similar e�ort, the Moroccan Legal Assistant [9], applied a RAG-
based chatbot to support legal consultation through grounded retrieval. Be-
yond language-speci�c systems, LexDrafter [10] used RAG to generate legal
de�nitions from European regulatory texts, while Pipitone and Alami devel-
oped LegalBench-RAG [11], a benchmark for evaluating RAG-based legal QA
systems. Despite these contributions, most existing work targets high-resource
languages and lacks agentic mechanisms for step-wise reasoning and adaptive
retrieval.

To address these limitations, this work presents an Agentic RAG system
tailored to Arabic legal texts, particularly rulings from the Algerian Supreme
Court. The proposed agent follows a modular architecture that mimics goal-
directed behavior�understanding a query, retrieving relevant legal passages, and
generating grounded responses. It leverages two new resources for Arabic legal
NLP: (1) a curated collection of annotated court rulings, and (2) a synthetic
question�answer dataset derived from these rulings. By combining retrieval-
augmented generation with agentic reasoning, the system improves transparency,
context awareness, and response quality in low-resource legal domains.

We validate the system through empirical evaluation of both retrieval and
generation components. The agent was tested on a benchmark of Arabic legal
questions, consistently retrieving relevant legal content and producing coherent,
accurate answers. Evaluators reported strong alignment between generated re-
sponses and source material, con�rming the system's ability to handle complex
legal queries with reliability and contextual precision.

The remainder of this paper is organized as follows:
We begin with an overview of the research problem, summarize existing solu-
tions, and highlight the gaps addressed by our Agentic RAG framework. Section 2
provides background on Retrieval-Augmented Generation, covering both the re-
trieval mechanism and the generation process. Section 3 presents our proposed
Agentic RAG architecture for Arabic legal data, including a brief introduction
to Agentic AI, a general modular architecture, and a detailed overview of the
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system components and training strategy. Section 4 reports experimental results,
including dataset preparation, evaluation methodology, and performance metrics
for both the retriever and the generator.

2 Retrieval-Augmented Generation (RAG)

Recent advances in natural language processing have introduced hybrid archi-
tectures that combine the strengths of parametric language models with non-
parametric knowledge retrieval. Among these, Retrieval-Augmented Generation
[12] has emerged as a particularly promising approach, addressing the well-
documented limitations of conventional language models that rely solely on
static, pretrained knowledge.

1. Retrieval Mechanism
At the core of RAG lies a sophisticated retrieval mechanism that operates in a
learned embedding space. When presented with an input query q, the system
computes similarity scores between the query representation and candidate
documents d ∈ D using a dual-encoder framework:

Relevance(q, d) = Encquery(q)
⊤Encdoc(d) (1)

where Encquery and Encdoc are typically implemented as transformer net-
works �ne-tuned for retrieval tasks [13]. Practical implementations often
employ approximate nearest neighbor search algorithms [14] to e�ciently
handle large-scale knowledge bases, with recent work demonstrating that
hybrid approaches combining learned dense representations with traditional
term-frequency methods (e.g., BM25 [15]) can achieve superior performance
in open-domain scenarios.

2. Augmented Generation Process
In Retrieval-Augmented Generation RAG, the generator produces responses
by conditioning on both the input query and the retrieved documents. This
setup combines parametric knowledge encoded in the language model with
non-parametric knowledge retrieved at inference time [16]. The generation
process is typically modeled as:

p(yt | y<t, x,D) = Dec(y<t,Enc(x), D) (2)

where each output token is generated based on the previously generated
tokens y<t, the input x, and the retrieved evidence D.

This architecture is commonly implemented using encoder-decoder models
such as BART [17], which support �uent generation while integrating ex-
ternal knowledge. Recent advances enhance this process through techniques
such as prompt engineering (e.g., Chain-of-Thought prompting), dynamic
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decoding strategies that adapt to retrieved content, and task-speci�c �ne-
tuning approaches to improve knowledge integration [18, 19]. These improve-
ments enable the generator to produce responses that are both coherent and
grounded in relevant evidence.

3 Proposed Agentic RAG

Our Agentic RAG framework advances legal information access for Arabic speak-
ers by combining precise retrieval with �uent, grounded text generation. Target-
ing the unique challenges of Arabic legal texts�such as formal language, limited
datasets, and the need for interpretability�our approach lays the foundation for
scalable legal NLP systems in low-resource settings.

This section introduces both a general-purpose Agentic AI design and its
tailored implementation for Arabic legal question answering.

3.1 Agentic Foundations and Modular Architecture

Traditional RAG systems operate in a �xed pipeline: retrieve once, then gener-
ate. In contrast, Agentic AI enables systems to act with autonomy�planning,
adapting, and interacting with tools and memory in iterative cycles[20]. This
loop of awareness and adjustment makes them especially e�ective for complex
language tasks that require not just understanding, but contextual judgment
and �exibility

To structure this capability, we propose a modular Agentic AI architecture,
designed to generalize across domains. It comprises �ve cognitive layers (Fig-
ure 1):

� Perception Layer (optional): Converts raw text, images, or sensor data
into structured representations suitable for processing, handling tasks like
tokenization, multimodal encoding, and sensor fusion.

� Tool Layer: Interfaces with external systems through APIs and databases,
managing tool selection, query optimization, and caching to e�ciently re-
trieve required information.

� Reasoning Layer: Performs core decision-making by breaking down tasks,
evaluating options, and generating action plans while optionally consulting
memory when available.

� Action Layer: Executes the selected actions through tool invocations or
response generation, incorporating safety checks and fallback mechanisms
when needed.

� Memory Layer (essential for stateful agents): Maintains both short-term
interaction history and long-term knowledge through episodic, semantic, and
procedural memory systems.
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Fig. 1: General Agentic AI architecture. Raw input traverses the Perception,
Tool, Reasoning, and Action layers, with the Memory layer enabling statefulness.
The output consists of either actions or generated content.

3.2 Agent Architecture Overview

Building on this structure, we implemented a domain-speci�c Agentic RAG agent
for Arabic legal QA. As shown in Figure 2, the agent processes Arabic legal
queries, retrieves relevant rulings, and generates grounded answers or �ltered
references.

Fig. 2: Overview of the Agentic RAG architecture for Arabic legal QA.
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1. Preprocessing and Indexing: Raw legal documents undergo cleaning,
normalization, and segmentation into semantically coherent chunks. These
chunks are encoded into dense vector representations and stored for e�cient
retrieval, enabling low-latency semantic search.

2. Retrieval and Recommendation Module: A uni�ed retrieval compo-
nent identi�es relevant content. The retriever locates semantically similar
chunks, while the recommendation logic �lters for speci�c references (e.g.,
cited articles) when the query demands it.

3. Context Selection and Generation: To respect model token constraints,
retrieved content is �ltered and re-ranked by relevance. The generator then
synthesizes this context into a coherent, legally grounded response in Arabic.

4. External Tool Integration: The agent dynamically interfaces with ex-
ternal legal databases and document analysis tools when supplemental in-
formation is required. Retrieved outputs are seamlessly integrated into the
generation pipeline to enhance response accuracy and legal grounding.

3.3 Training the Agent

To enable the Agentic RAG system to generate accurate, legally grounded Ara-
bic responses, both the retriever and generator components must be trained or
con�gured using domain-speci�c data and work�ows. This section outlines gen-
eral strategies and best practices for training such components, applicable to
Arabic legal data and adaptable across similar domains.
Figure 3 illustrates the speci�c training work�ow adopted in our system, which
follows the general best practices outlined in this section.

Fig. 3: Training pipeline of the Agentic RAG system, showing the data �ow and
optimization stages for both retriever and generator.
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1. Retriever Training Pipeline The retriever's role is to identify the most
semantically relevant legal context given a user query. Training this component
typically involves the following phases:

1. Text Normalization: Preprocessing is essential to reduce noise and lexical
variation in Arabic text. Common steps include diacritic removal, unifying
character variants (e.g., Alif, Taa Marbouta), punctuation normalization,
and whitespace cleanup .

2. Document Chunking: Legal documents are segmented into coherent units
using methods such as:
� Fixed-size token windows with overlap
� Recursive chunking by paragraph, then sentence
� Metadata-aware splitting (e.g., preserving article numbers or titles)

These approaches are commonly used in long-context QA systems [21].
3. Dense Retrieval Models: Both documents and queries are embedded us-

ing transformer-based models. Popular strategies include using multilingual
models (e.g., LaBSE, MPNet) or Arabic-speci�c ones (e.g., AraBERT ), com-
bined with mean pooling and vector normalization .

4. Indexing and Search: Embeddings are indexed using e�cient vector stores
(FAISS [22] for GPU-optimized search or Annoy [23] for memory-e�cient
approximate nearest neighbors). Top-k retrieval employs cosine similarity to
balance precision and computational e�ciency.

5. Query Processing: Queries undergo the same normalization and embed-
ding steps as documents.

6. Retrieval Evaluation: The e�ectiveness of a retrieval system is typically
assessed using a benchmark dataset comprising queries paired with relevant
documents. Evaluation metrics are applied to measure how well the system
retrieves pertinent content from the corpus.
� Recall@K measures the proportion of queries for which at least one
relevant document appears in the top-K retrieved results:

Recall@K =
1

N

N∑
i=1

⊮ (Reli ∩ TopKi ̸= ∅) (3)

where N is the total number of queries, Reli is the set of relevant docu-
ments for query i, and TopKi is the set of top-K retrieved results.

� MRR (Mean Reciprocal Rank) captures how early the �rst relevant
result appears in the ranked list:

MRR =
1

N

N∑
i=1

1

ranki
(4)

where ranki is the rank of the �rst relevant document for query i.
� Hit@K is a binary indicator of whether at least one relevant document
appears in the top-K results:

Hit@K =
1

N

N∑
i=1

⊮ (∃d ∈ TopKi ∩ Reli) (5)
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These metrics are commonly used in dense retrieval benchmarks [24] and
help quantify relevance and retrieval consistency.

2. Generator Training Pipeline The generator produces �uent responses
based on the retrieved context and input query. Its training typically involves
�ne-tuning a language model to generate coherent and context-aware outputs
across domain-speci�c tasks.

1. Prompt Structuring: Inputs are structured in a consistent format to help
the model distinguish between question, reference, and answer:

Question: [user query]

Reference: [retrieved legal text]

Answer:

2. Data Preparation: Training examples are constructed by combining the
input query with retrieved context into a structured prompt. The combined
sequence is then tokenized using a model-compatible tokenizer. Padding,
truncation, and segment separation tokens are applied as needed to meet
the model's input format and length constraints.

3. Model Fine-Tuning: Arabic causal models (e.g., AraGPT2) or encoder-
decoder architectures (e.g., mT5) are �ne-tuned using supervised legal QA
pairs. Training often uses teacher forcing and a causal language modeling
objective [25], where the model predicts the next token given previous tokens.

4. Quality Control: Generated responses may undergo post-processing to re-
move artifacts (e.g., prompt text remnants), ensure inclusion of key legal
terms, and verify alignment between reference context and output.

5. Evaluation: Answer quality can be assessed using automatic metrics such
as:

� BLEU [26]: Measures n-gram precision between generated and reference
answers, commonly used in machine translation and QA.

� BERTScore [27]: Evaluates semantic similarity between generated and
reference texts using contextual embeddings from pretrained language
models. Average F1 score is typically reported.

4 Experimental Results

We evaluated the proposed Agentic RAG system on a curated Arabic legal QA
benchmark comprising Supreme Court rulings and generated question-answer
pairs. The evaluation focuses on two core tasks: legal context retrieval and
grounded answer generation.

For retrieval, we used standard information retrieval metrics including Re-
call@K, Mean Reciprocal Rank (MRR), and Hit Rate@K to assess whether the
retriever could surface relevant legal passages among the top-k results. Addition-
ally, human evaluation was conducted to validate the correctness of retrieved case
IDs for a representative subset of queries.
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For generation, model outputs were scored using BLEU and BERTScore
to quantify lexical and semantic overlap with ground-truth answers. Human
evaluation was also performed to judge factual accuracy, legal consistency, and
�uency.

4.1 Dataset Design

To support training and evaluation, we constructed two complementary datasets
tailored for Arabic legal NLP:

� Legal Case Dataset: A corpus of authentic rulings from the Algerian
Supreme Court, used as the retrieval base.

� QA Dataset: A collection of synthetic Arabic legal questions and answers,
generated from and grounded in the Legal Case Dataset.

This dual-dataset strategy enables rigorous evaluation of both retrieval ac-
curacy and generation quality. Table 1 summarizes key dataset characteristics,
including construction methodology and structure.

Table 1: Dataset Speci�cations

Dataset Description Structure Construction
Method

Legal Case
Dataset

104 Arabic legal rulings
from Algerian Supreme
Court archives

� CaseID
� Title
� Keywords
� Full Text

� Web scraping
� Manual cleaning
and veri�cation

QA Dataset 512 Arabic legal question-
answer pairs grounded in
case texts

� CaseID
� Q/A pairs
� Context span
� Token statistics

� Rule-based extrac-
tion

� Generative model-
ing with AraGPT2

4.2 Model and Training Con�guration

The generator employs AraGPT2, a 137M-parameter Arabic decoder-only trans-
former, chosen for its strong Arabic linguistic priors (from diverse pretraining
corpora) and computational e�ciency. We �ne-tuned the model on a Colab T4
GPU, achieving optimal balance between training performance and resource re-
quirements. Complete hyperparameters and con�guration details are provided
in Table 2.
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Table 2: Model architecture, training con�guration, and inference settings.
Component Speci�cation

Model Architecture (AraGPT2)

Architecture Decoder-only Transformer
Layers / Hidden Size 12 / 768
Attention Heads 12
Parameters 137M
Vocabulary Size 50,257 (Byte-level BPE)
Max Position Embeddings 1024

Training Con�guration

Epochs 20
Batch Size 2 (per device)
Sequence Length 1024 tokens
Learning Rate 5× 10−5

Weight Decay 0.01
Gradient Accumulation 1
Warmup Steps 0

Inference Settings

Max Output Length 260 tokens
Sampling Temperature 1.0
Top-k/Top-p Sampling Enabled
Repetition/Length Penalties Applied

Training Progress The �ne-tuning process achieved stable convergence as
demonstrated by the loss trajectory. Figure 4 shows training loss declining 93%
over 20 epochs from 3.9 to 0.27, with no evidence of over�tting.

Fig. 4: Generator training loss over epochs.

The logarithmic decay pattern suggests that most learning occurred during
the early epochs, with later iterations focusing on �ne-tuning and stability.
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4.3 Retriever Performance

Retrieval performance evaluated using Recall@K, MRR and Hit@K. Figure 5
details the performance trade-o�s across K-values.

Fig. 5: Retriever performance across top-K values.

Using E5 embeddings with FAISS indexing, the system achieves 92% Re-
call@70, 0.88 MRR, and 85% Hit@K - demonstrating robust semantic retrieval
for Arabic legal texts. This con�guration optimally balances recall and precision
for downstream generation tasks
Human Evaluation: We manually evaluated the retriever's top-3 results for
relevance. Figure 6 illustrates a representative success case where the correct le-
gal document (ID: 1055771) was retrieved as the top match with high con�dence
(similarity score: 0.9098).

Fig. 6: Top-3 retrieval results for a sample query (correct case ranked �rst).
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This example re�ects the retriever's strong performance in ranking relevant
Arabic legal cases �rst, with the high similarity score con�rming e�ective seman-
tic matching. The second and third results (IDs: 1055722, 1055698) were also
jurisdictionally relevant, demonstrating robust recall.

4.4 Generator Performance

To comprehensively evaluate the answer generation quality, we employed both
automatic metrics and human evaluation. The system achieved:

� BLEU score: 27.33 (indicating moderate lexical overlap with reference an-
swers)

� BERTScore F1: 0.7903 (demonstrating strong semantic alignment)

These metrics suggest the generator produces answers with:

1. Acceptable surface-level similarity to references (BLEU)
2. Excellent meaning preservation (BERTScore)

Human Evaluation : We conducted manual assessment with 20 diverse legal
questions (10 general, 10 speci�c):

� General questions: Achieved 90% accuracy (9/10 correct)
• Rationale: Direct queries about legal concepts yielded reliable answers
as they primarily required factual recall from the training corpus.

� Speci�c case recommendations: 70% accuracy (7/10 correct)
• Rationale: Performance decreased when answers required nuanced inter-
pretation of multiple legal precedents, particularly in borderline cases
with con�icting statutes.

� The system excels at generating semantically faithful answers (supported by
high BERTScore)

� Lexical diversity remains an area for improvement (shown by moderate
BLEU)

� Human evaluation demonstrates stronger performance on general questions
(90% vs. 70% accuracy)

Table 3: Summary of generator evaluation results

Metric Value

Automatic Metrics
BLEU 27.33
BERTScore F1 0.7903

Human Evaluation
General questions accuracy 90%
Case-speci�c accuracy 70%
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The results in Table 3 demonstrate consistent performance across evaluation
methods. The 20% accuracy di�erence between general and speci�c questions
suggests that while the system handles straightforward legal queries e�ectively,
complex case-speci�c reasoning remains a challenge for future improvement.

Conclusion

This paper introduced an Agentic Retrieval-Augmented Generation RAG sys-
tem tailored for Arabic legal data, addressing critical challenges in low-resource,
domain-speci�c NLP. By combining modular agentic reasoning with grounded
retrieval and generation, the system demonstrates improved transparency, accu-
racy, and adaptability when answering complex legal queries. Empirical evalu-
ation�through both automatic metrics and human judgment�con�rms the ef-
fectiveness of the approach in producing contextually accurate, legally grounded
Arabic responses.

To support this system, we developed two novel datasets: a curated corpus
of Algerian Supreme Court rulings and a synthetic QA set derived from them.
These resources contribute to the advancement of Arabic legal NLP and support
future research in this domain.

Looking ahead, the integration of deeper reasoning chains, feedback loops,
and multimodal inputs could further enhance the capabilities of agentic legal
systems. This work establishes a foundation for more trustworthy, interpretable,
and scalable legal AI in under-resourced languages and jurisdictions.
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