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Abstract. Cyberbullying has emerged as a critical threat in online social plat-

forms, particularly among adolescents and vulnerable users. The rapid growth 

of internet and social media user’s generated content on social media has inten-

sified the need for automated systems capable of detecting harmful content. 

This survey provides a comprehensive overview of recent advancements in 

cyberbullying detection using traditional machine learning (ML)methods such 

as SVM, BN and AdaBoost, deep learning (DL) models like CNN and trans-

formers, and hybrid approaches that combine ML and DL models. We review a 

wide range of studies published between 2023 and 2025, highlighting the evolu-

tion of used techniques. Traditional ML methods have given high performance 

for text classification. However, DL models like CNNs, LSTMs and transform-

ers have significantly improved performance by capturing contextual and se-

mantic patterns in textual data. Moreover, hybrid systems that integrate ML and 

DL are increasingly being adopted to combine the strengths of both techniques. 

The survey also discusses datasets used for training and evaluating models. This 

work aims to guide future research for more pertinent and robust solutions for 

cyberbullying detection. 

Keywords: cyberbullying, machine learning, deep learning, transformers, Arti-

ficial intelligence 

1 Introduction 

The rapid increase of internet and social media users has transformed global commu-

nication and connected billions of individuals throughout the world. However, the 

augmented connectivity presents many negative phenomena, among which is the 

exponential rise of undesirable online contents. Of these phenomena, cyberbullying 

has emerged as one of the most risky phenomenon. Cyberbullying is defined as re-

peated intentional aggressive behavior delivered through electronic or digital means, 

and can manifest itself in many forms including textual harassment, hate messages, 

cyberstalking and propagation of harmful visual content such as videos and images 

[1]. Different from traditional bullying, cyberbullying can reach international audi-

ences, making its impact particularly harmful. Victims of cyberbullying often suffer 

from grave mental anxiety and disturbances such as decreased self-esteem and social 
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isolation. Additionally, cyberbullying can also lead to self-harming or suicidal incli-

nations. 

 
Figure 1 cyberbullying forms [2] 

The precedent bar graph (cyberbullying formsFigure 1) presents frequencies among 

different countries of various cyberbullying forms. Globally, the most common form 

is name-calling, found among 40% participants. In US, UK, France, Germany, Aus-

tralia, and Brazil, likewise, name-calling is also found as the most common behavior. 

On the other hand, Japan's most common cyberbullying form is being excluded from 

group chats or conversations at 44%, a much larger proportion than other regions. 

This significant and profound impacts cyberbullying underline the need for effec-

tive detection approaches. Consequently, researchers used advanced techniques for 

cyberbullying detection, among these techniques, artificial intelligence approaches 

including machine learning (ML) and deep learning (DL). 

 

The objective of this article is to provide a review of the latest research utilizing ar-

tificial advanced intelligence techniques such as machine learning and deep learning 

for cyberbullying detection. The next part of this study contain the following sections: 

section 2: Related Work where we present an overview of the evolution approaches 

used for cyberbullying detection. Section 3: Cyberbullying Detection Using AI: in 

this section, we discuss recent studies that have used AI approaches. This section is 

divided into three subsections; the first one presents traditional ML methods used for 

cyberbullying detection with the advantages and disadvantages of these methods. In 

the second subsection, we discuss DL models and their significant impact in cyberbul-

lying detection. In the last subsection we present hybrid approaches that combine 

several DL and ML models. We conclude this survey with a conclusion that summar-

ies cited approaches and our research perspectives for the future. 

2 Related work 

Although researches on cyberbullying detection dates back to 2000 [3]. At this period, 

the developed systems were based on rule-based approaches. These approaches em-
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ployed lexical detection techniques based on keyword lists and linguistic rules in 

order to identify hateful and offensive content.   

With the notable increase of cyberbullying on internet, the number of studies on 

cyberbullying detection has been also observed since 2010. This growth coincided 

with the emergence of the first researches using artificial intelligence methods for 

cyberbullying detection. Over the last ten years, researches in this area have experi-

enced exponential rate increase, particularly with the use of deep learning models that 

have significantly enriched detection approaches. The bar graph below (Figure 2), 

show the number of studies on cyberbullying detection per year. 

 
Figure 3 Researches on Cyberbullying detection from 1995 to 2024 

In recent years the most used AI technique for cyberbullying detection are ML meth-

ods and DL models, while some studies propose hybrid models that combine ML and 

DL to develop more powerful systems. The table below present the most AI tech-

niques used for cyberbullying detection classified in three categories: Traditional ML, 

DL and hybrid models with the main role of each category. 

Table 1 AI techniques used for cyberbullying detection 

Model Type Primary Role Examples 

Traditional ML Classification 

SVM, Naive Bayes, Ada-

Boost (TF-IDF/Word2Vec 

for features extraction). 

Deep Learning 
Feature Extraction + Clas-

sification 

BERT (embeddings + 

classification),   

Hybrid Models 
DL for features  extraction 

+ ML for classification 

CNN-RF, ArabicBERT-

BiLSTM-RBF. 
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3 Cyberbullying detection using AI 

3.1 Traditional machine learning for Cyberbullying detection 

Traditional machine learning algorithms such as: SVM; NB, LR and RF, are widely 

used in cyberbullying detection. These methods have given strong results in several 

researches, including SVM, NB and AdaBoost. 

 

Support Vector Machine (SVM): The SVM is one of the most used traditional ma-

chine learning algorithm, spicily in cyberbullying detection.  For instance, in [4] im-

plemented six supervised ML algorithms to classified tweets into three classes: hate 

speech, offensive language, and normal text. The SVM algorithm achieves high accu-

racy (90.98%).  Similarly, in[6] several classifiers were employed to detect cyberbul-

lying in social media platforms, the results showed (SVM) as the most effective algo-

rithm with an accuracy rate of 90.06%. In addition, in [10] the SVM algorithm was 

used with a set of machine learning algorithms and deep learning models to develop 

an automated system to detect cyberbullying in Turkish dataset, the developed model 

reached significant results with 82% F1 score. Furthermore, in [23] seven machine 

learning classifiers were implemented and evaluated including SVM that reach an 

accuracy of 95.74%. In [5], multiple traditional machine learning were used for auto-

matic cyberbullying detection, these models were evaluated using a global dataset of 

37,737 tweets. However, the SMV algorithm didn’t perform well in [5] and gave the 

lowest score with accuracy of 67.13%. 

These studies showed that the SVM algorithm is more effective for linear and non-

linear separation; however it is less powerful with large datasets as in [5] where the 

SMV gave a low accuracy of (67.13%). 

Naive Bayes (NB): The NB algorithm is employed in multiple studies [4, 7, 9] for 

its simplicity and speed, particularly multinomial NB that was used for text classifica-

tion. For instance, in [9] various supervised machine learning techniques were imple-

mented to detect cyberbullying in Urdu texts. The BN was used for multi-class classi-

fication and it delivered good performance with an accuracy score of 91.87%. Moreo-

ver, in [4] used using supervised machine learning (ML) techniques to detect cyber-

bullying in Twitter dataset. The NB algorithm reached a high accuracy score of 

88.82% accuracy and performing well in detecting offensive language; however the 

algorithm failed to detect hate speech. Similarly, in [7] the NB algorithm was utilized 

with other ML algorithm to develop a reliable machine-learning model for social 

media cyberbullying detection in the Bengali language. All the used ML algorithms 

gave almost similar accuracy scores ranging from 76% to 79%. However, the NB 

algorithm achieved the lowest accuracy score about 76%.     

 AdaBoost: The AdaBoost (ADB) algorithm is commonly used in cyberbullying 

detection studies.  For example, in [12] authors proposed a model for detecting cyber-

bullying using multiple ML algorithms, the ADB algorithm in the proposed model 

achieved a high rate of 86.52% accuracy. Similarly, in [5], the researchers implement 

and evaluate seven supervised ML classifiers, the ADB algorithm recorded strong 

results with 89.30% accuracy and an F1-score of 91.66%. The results demonstrate 
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that ADB classifier was effective for improving weak learners but it still less common 

compared to other traditional models such as SVM or NB. 

Other traditional machine learning algorithms: In multiples studies we find that 

other traditional machine learning algorithms were used to develop automatic system 

for detecting cyberbullying. Algorithms such as: Logistic Regression (LR), Random 

Forest (RF), Decision Tree (DT), K-Nearest Neighbors (KNN), XGBoost, Stochastic 

Gradient Descent (SGD), and Extra Tree Classifier have showed important results, 

LR and RF showing strong performance (LR Recorded 90.03% accuracy in [5] and 

RF achieved the highest performance with 91.08% accuracy in [17]).  

 
Table 2 Traditional ML Model in cyberbullying detection 

Study year Traditional ML 

Model 

Fea-

ture Ex-

traction  

Dataset Accuracy  

[6] 2024 SVM  TF-IDF, 

Word2V

ec  

Social media 

platforms 

(WhatsApp, 

Facebook, In-

stagram, Tik-

Tok, YouTube) 

90.06%  

[4] 2024 SVM, 

RandomForest  

Decision Tree  

Naive Bayes 

Logistic Regres-

sion 

KNN 

BoW, 

TF-IDF 

Twitter 

(24,783 tweets) 

SVM: 

90.98%  

LR: 90.03% 

RF: 89.28%  

NB: 

88.82%  

DT: 79.40%  

KNN: 

80.87%  

[5] 2020 LR, LGBM, 

SGD,RF , Ada-

Boost, Multi-

nomial NB, 

SVM 

TF-IDF, 

Word2V

ec 

Twitter (37,373 

tweets) 

LR: 90.57%  

[7] 2023 Naive Bayes, 

SVM,  

TF-IDF Facebook 

(44,001 com-

ments) 

SVM: 79%  

NB: 76%  

[12] 2024 AdaBoost,  CountVe

ctorizer 

Unspecified 

social media 

(likely Twit-

ter/YouTube) 

AdaBoost: 

86.52%  

 

[17]  2023 Random Forest  

AdaBoost, Mul-

tinomial NB, 

SVM 

TF-IDF Facebook 

(11,000 Bangla 

comments) 

RF: 91.08%  

Multinomi-

al-NB: 

89.44%  
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Traditional ML algorithms are widely used for cyberbullying detection. These algo-

rithms demonstrate their effectiveness and provide strong results in many studies. For 

instance, they provide high performance with structured data and were more effective 

with smaller Datasets [10]. In Addition, traditional ML methods are easy to imple-

ment and interpret and require less expertise for model design and implementation [4 , 

20]. Moreover, the results of traditional ML methods are easy to interpret, which fa-

cilitates the decision-making process [5 , 12]. Furthermore, the combination of tradi-

tional ML methods with feature extraction techniques such as: TF-IDF, Word2Vec 

and CountVectorizer have yielded significant scores in several studies [4 , 8]. Howev-

er, one of the most significant disadvantages of traditional ML methods is their inabil-

ity to capture sarcasm, irony and culture specific language. This problem has been 

mentioned in several studies such as [6 ,11 , 29] .Also, traditional ML methods are 

sensitive to unbalanced classes which are widely used in training datasets for cyber-

bullying detection models, which decreases the performance of the proposed models 

[4, 8 , 12] and some of them have had problems when used with large datasets and 

require more computational resources.   

 

3.2 Deep learning models for Cyberbullying detection  

Multiple deep learning models have been employed for cyberbullying detection in-

cluding CNN, LSTM and transformers. 

Convolutional Neural Networks (CNN) is one of the most deep learning model uti-

lized in for cyberbullying detection. For instance,  [8] authors used several deep learn-

ing models to design and implement a new framework accommodating including 

CNN, the proposed model provide high classification results by achieving a score of 

95.6 % in accuracy. In addition, in [10] researchers employed multiple classification 

techniques, including CNN, the result showed that the CNN model outperformed 

other deep learning models; it achieved an average F-score of 92.11%. Similarly, 

in[14] developed a deep learning model to identify cyberbullying in Turkish Twitter 

posts. The proposed CNN model achieved (81.6%) in accuracy, In [32] present an 

effective Arabic cyberbullying detection system, AraCB, using deep learning models, 

specifically convolutional neural networks (CNNs). The results showed a rate of 

16.5% accuracy improvement. In [23] implemented effective model for detecting 

cyberbullying in Arabic social media content, several deep learning models were used 

and CNN showed a rate of accuracy (92%),  

 Long Short-Term Memory (LSTM) and Bidirectional LSTM (BiLSTM) models 

were applied in several studies. For example, in [8] researchers proposed hybrid mod-

el for detecting cyberbullying based on some deep learning algorithms. The BiLSTM 

models performed best among used neural networks and reached a high accuracy 

score of 96.88 %. Additionally, in [25] the authors proposed a system for detecting 

Arabic hate speech and offensive language on social networks, using the Bidirectional 

long-term memory (Bi-LSTM) model, they achieved strong results with an accuracy 

of 96.35% and an F1-score of 85.82%. Also, in [20] Arabic cyberbullying detection 

by proposing hybrid models to identify and classify abusive content on social media, 
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results achieved by Deep learning models (BiLSTM 94.17%, LSTM 93.10%)  

showed that BiLSTM outperforms LSTM by processing text bidirectionally. Further-

more, in [10] the researchers employed several classification techniques to detect 

cyberbullying in Turkish text, including LSTM and BiLSTM techniques. The two 

models achieved good and close results. LSTM model achieved an F1-score of 87.83 

% and the BiLSTM model achieved an F1-score of 87.87%. Similarly, In [30] they 

developed a robust detection system using multiple machine learning and deep learn-

ing techniques such as LSTM and BiLSTM. Results achieved by DL models were 

important especially BiLSTM (F1: 0.74, accuracy: 74.59%) and LSTM (F1: 0.74, 

accuracy: 74.66%). 

The LSTM and BiLSTM models are commonly used for cyberbullying detection; 

these models demonstrate their effectiveness with languages hard to process like Ara-

bic [20, 25] and Turkish[10].  

  Transformers are among the most common deep learning techniques used for 

cyberbullying detection and BERT is the most used transformer in the examined stud-

ies for this review. For example, in   [11] the authors propose a model that leverages a 

range of features for identifying cyberbullying, focusing on the bidirectional deep 

learning model BERT. The proposed BERT-based model gave strong results by 

achieving an accuracy score of 91.90%. Additionally, in [18] used LLM for detecting 

cyberbullying in Bengali social media texts, the study employed two transformer-

based models (BanglaBERT and mBERT) for text classification. The BanglaBERT 

achieved the highest accuracy of 88.04%, with an F1 score of 87%. Similarly, in [21] 

authors used a set of LLMs such as : Fine-tuned RoBERTa, BERT, XLNet, and 

XLM-RoBERTa, for automated cyberbullying detection on social media platforms, 

RoBERTa model achieved the best performance with a F1-score of 66% for the bully-

ing class, followed by BERT (F1-score  of 64%), XLM-RoBERTa (F1-score of 60%), 

and XLNet (F1-score  of 52%). In [30] XLM-RoBERTa model was also employed to 

classify cyberbullying texts into five categories: Cy-Flaming, Cy-Threat, Cy-Racism, 

Cy-Pull-a-Pig, and Not Bullying. The developed system based on XLM-RoBERTa 

achieved a good performance with an F1-score of 83% and accuracy of 82.61%. Fur-

thermore, in [20] two hybrid transformer models were developed to identify and clas-

sify abusive content on social media, particularly in Twitter. The first model com-

bined CAMeLBERT with AraGPT2, and the second model combined AraBERT with 

XLM-R. The CAMeLBERT + AraGPT2 model achieved the highest performance, 

with 97.57% accuracy, 97.43% precision, 97.51% recall, and 97.47% F1-score, out-

performing AraBERT + XLM-R (95.19% accuracy) and individual transformers (e.g., 

CAMeLBERT 96.97%). On another study, In [19] the authors employed effectiveness 

of large language models (LLMs), specifically a fine-tuned GPT-3 Ada model, for 

detecting cyberbullying on social media platforms, the results showed that GPT-3 

Ada achieved high results with an accuracy score of 90%, precision 92%, recall 88%, 

and 93% F1 score. The GPT-3 model achieved similar results and high accuracy in 

other studies like in studies [11] and [23] where it achieved 91.90% and 98.45% re-

spectively.  

Other deep learning model such as Gated Recurrent Unit (GRU), Bidirectional 

GRU (BiGRU), Attention-BiLSTM, and hybrid CNN-BiLSTM were used in studies 
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[8] for cyberbullying detection. Also, Multi-Layer Perceptron (MLP) was employed 

by[14] for Turkish text classification, the proposed model achieved promising results 

with an accuracy score of 93.2%, but these models are not commonly used in re-

viewed studies. 

The table below summaries studies that utilized DL models for cybirbullying de-

tection, with the data set used in each studies. 
Table 3 Deep learning models on cyberbullying detection 

Study year DL Model Feature  

Extraction  

Dataset accuracy 

[10]  2024 CNN TF-IDF, 

GloVe 

Turkish offen-

sive comments 

CNN:92.11 %     

[14] 2024 MLP  Word embed-

dings, social  

media metada-

ta 

Turkish Twit-

ter (5,000 

posts) 

MLP: 93.2%  

[18] 2024 LSTM, 

GRU, 

Bangla-

BERT, 

mBERT 

TF-IDF, 

Word2Vec 

Facebook, 

YouTube 

(10,000 Ben-

gali com-

ments) 

BanglaBERT: 

88.04%,  

[23]  2024 E-BERT, 

CNN,Bi-

GRU, 

LSTM,  

Bi-LSTM 

WordPiece 

tokenization 

Arabic tweets 

(X platform) 

E-BERT: 

98.45%  

CNN: 92%  

Bi-GRU: 93%   

LSTM: 83.18%   

Bi-LSTM: 

82.12%   

[30] 2024 GRU, CNN, 

LSTM, 

BiLSTM,  

m-BERT, 

Bangla-

BERT, 

XLM-

RoBERTa 

TF-IDF, BoW, 

Keras embed-

dings 

CBD (2,751 

Bengali texts) 

XLM-

RoBERTa: 

82.61%  

Bangla-BERT: 

81.16%  

 m-

BERT:76.66% 

BiLSTM:74.59

% 

LSTM:74.66% 

GRU:72.73% 

CNN: 70.66%  

[19]  2023 GPT-3 

Ada, BERT 

Not speci-

fied  

Twitter 

(47,000 

tweets) 

GPT-3 Ada: 

90%  

BERT: 91% 

[21]  2023 RoBERTa, 

BERT, 

XLNet, 

XLM-

TF-IDF, 

SBERT 

Formspring 

(D1:11,997 

non-bullying,  

776bullying), 

RoBERTa: 

66% F1 (D1), 

87% F1 (D2);  
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RoBERTa  (D2:19,533 

bullying, 

19,526 non-

bullying) 

[22]  2023 LSTM, 

BiLSTM, 

BERT,RoBE

RTa, GPT-3 

BoW, TF-IDF, 

GloVe, 

KerasE, BERT 

Twitter 

(99,991 

tweets) 

BERT:  

99.7%  

RoBERTa: 

99.7%  

 [8] 2021 CNN,LSTM, 

Bi-LSTM, 

GRU,  

Bi-GRU,  

CNN- 

iLSTM,  

Attention-

BiLSTM 

GloVe, 

FastText, Par-

agram 

Two real-

world datasets 

CNN 95.6 %    

 

 

Deep learning models are widely applied for cyberbullying detection. These models 

demonstrate an excellent performance in capturing complex linguistic patterns and 

contextual nuances by achieving high accuracy in many studies. These models are 

very effective in capturing the semantics of various forms of cyberbullying such as 

nuances and sarcasm, which are harder to identify. For example, both BERT and 

RoBERTa models achieved high performance in [22]. Additionally, DL models per-

formed very well and achieved excellent results with large and diverse datasets. For 

example, in [8], the CNN-RF hybrid model achieved 98.41% accuracy on a dataset of 

100,000 tweets, and in [22], BERT model reached 99.8% F1-score on a dataset of 

99,991 tweets. Moreover, they perform well with imbalanced data, contrary to tradi-

tional ML methods. Despite this, DL models require more computational resources 

than traditional ML methods, and in several studies we find that transformers such as 

BERT and RoBERTa performed less effectively under limited conditions [20, 22, 23]. 

In Addition, they required large and diverse datasets to achieve high performance, and 

performed weakly with small dataset. 

3.3. Hybrid models for Cyberbullying detection  

Many researchers have turned to the characteristics of both approaches to take ad-

vantage of them. They have employed DL techniques for feature extraction and tradi-

tional ML techniques for classification. Additionally, some studies developed hybrid 

models by combining two or more deep learning models including transformers. For 

instance, authors in [16] developed ProTect a hybrid deep learning model for proac-

tive detection of cyberbullying on social media platforms. They combined 

CNN/LSTM for feature extraction and ML algorithms such as RF, SVM and NB for 

text classification, leveraging deep learning’s semantic capabilities with ML’s effi-

ciency. The hybrid CNN-RF method performed the best and achieved high results: 

accuracy 98.41%, precision 99.71%, recall 94.19% and F1-score 96.87. Similarly, 
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in[26] proposed hybrid models that consist of a combination between BERT models, 

deep learning models, and a traditional classifier in a cascaded manner. The cascaded 

model ArabicBERT-BiLSTM-RBF achieved an accuracy score of 98.4%, performing 

other developed models. 

On the other hand, in [32] proposed an Arabic cyberbullying detection system 

called AraCB, this model integrate multiple deep learning techniques including CNN 

with ReLU Activation and Average Pooling for to process and classify text effective-

ly. The AraCB model reached high accuracy score of 82.6%. In the same way, In [13] 

used deep learning techniques to develop several hybrid models for multilingual 

cyberbullying detection in Bangla and Chittagonian texts. The proposed models are: 

BiLSTM+GRU, CNN+LSTM, CNN+GRU, CNN+BiLSTM, and (CNN+LSTM)+ 

BiLSTM. The results achieved by these models were favorable, with accuracy be-

tween 80% and 86%, and the (CNN+LSTM)+BiLSTM  produced the highest results 

among them. Also, In [33] presented Firefly-CDDL an hybrid model for cyberbully-

ing detection in tweeter. The model combines a Convolutional Neural Network 

(CNN) with the Firefly Algorithm (FA) to optimize the CNN's structure. The pro-

posed model reached strong results by achieving a high accuracy score of 98.75%. 

Additionally, in [34], presents a hybrid deep learning model for cyberbullying detec-

tion in Chinese social media texts. The proposed model combines the pre-trained 

language model XLNet, with a deep Bi-LSTM (Bidirectional Long Short-Term 

Memory) and was used to classify Chinese social media texts as cyberbullying or 

non-cyberbullying. This hybrid model gave high results and achieving 90.43% of F1-

score. 

 
Table 4 Hybrid models for cyberbullying detection 

Study year Hybrid Model Feature 

Extraction  

Dataset Accuracy  

[20] 2025 CAMeLBERT 

+AraGPT2, 

AraBERT+ 

XLM-R 

Feature  

fusion 

Arabic Twit-

ter (17,670 

tweets) 

CAMeLBERT 

+AraGPT2: 

97.57%  

AraBERT+ 

XLM-R: 

95.19%  

[16] 2024 CNN/LSTM + 

ML classifier 

Deep learning 

features + 

metadata 

Instagram, 

Twitter 

(1Mcommen

ts,4M users) 

Not specified 

[28] 2024 BERT with 

dual attention, 

hierarchical 

embeddings 

Sentiment, 

topic embed-

dings 

Not speci-

fied 

91%   

[32]  2024 CNN + Multi-

Head Atten-

tion + ResNet 

Word2Vec, 

TF-IDF 

ArCybC 

(4,505 Ara-

bic tweets) 

16.5% accuracy 

improvement,   
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Hybrid approaches seek to leverage the benefits of two or more techniques. For ex-

ample, some studies combine deep learning’s contextual understanding with ML’s 

computational efficiency [16, 26]. While, other studies combine multiple deep learn-

ing models like Bi-LSTM or CNN to develop more powerful models for cyberbully-

ing detection [34, 13]. 

3.4. Datasets  

In reviewed studies we find that researchers focus more on detecting cyberbullying on 

Twitter. For example, in [4] the authors proposed an automatic system for identifying 

abusive text. They used Kaggle dataset, containing about 24,783 tweets in English 

which were classified into three categories: hate speech, offensive language and nor-

mal text. Similarly, in [5]the proposed model used a global English dataset of 37,373 

unique tweets from twitter. Furthermore, in [22] used a large datatset with more than 

99,000 tweets. In addition, Twitter datasets were used in several studies for detecting 

cyberbullying in other languages such as Arabic in [32 ,20 , 23, 26], Turkish in[14] 

and Urdu in [9]. 

On the other hand, some studies used datasets collected from diverse platforms, 

such as Facebook, Instagram, YouTube, WhatsApp, TikTok and also Twitter. For 

instance, in [18]_LLM used a dataset of 10,000 comments from Bengali comments 

from Facebook and YouTube. Moreover, in [6] the authors used a dataset collected 

from several social media platforms (WhatsApp, Facebook, Instagram, TikTok, 

YouTube). 

Indeed, the majority of datasets utilized for cyberbullying detection are in English; 

nevertheless, a few studies exist on datasets in Arabic [20, 23, 25, 26], Bengali [7, 18, 

30], Turkish [10] and [14], Urdu [9], and code-mixed languages [31]. In Addition, 

studies on multi-language datasets are very rare. 

The following table summarizes the different datasets used in the examined stud-

ies. 
Table 5 used dataset in cyberbullying detection studies 

Dataset Language Size Study 

Arabic tweets dataset Arabic 

 

4,505 to 17,670 

tweets 

[20] - [23] - [25] 

- [26] - [32] 

Bangla Dataset (CBD) 

from Facebook, 

YouTube, Instagram 

Bengali 44,001 2,751 texts 

(comments) 

[7] - [17] - [18] - 

[30] 

Code-mixed meme cap-

tions dataset 

English + 

regional 

languages 

Not specified [31]  

Twitter, WhatsApp, 

Facebook, Instagram, 

TikTok, YouTube,  

gaming platforms  

English 

 

From 12,773 to 

99,991 

tweets/comments  

[4] - [5] - [6] - 

[11] - [15] - [16] 

-[19] - [21] - [22] 

[24] -  [27] - [29] 

Urdu tweets dataset Urdu 7,625 tweets [9] 

Turkish Twitter posts Turkish 5,000 tweets [10] - [14] 
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Twitter is the most dominant Dataset among various source for cyberbullying detec-

tion studies with datasets ranging from 5,000 [14] to 99,000 tweets [22]. The used 

datasets are mostly in English, but there are some studies that work on language-

specific datasets like Arabic, Turkish and Urdu. 

4 Conclusion 

In this study we have presented comprehensive overview of recent AI techniques used 

in cyberbullying detection, focusing on machine learning, deep learning, and hybrid 

models. Early studies have used rule-based systems for text classification. Then tradi-

tional machine learning classifiers such as SVM, BN and AdaBoost have been uti-

lized for cyberbulying detection combined with baselines features extraction tech-

niques like TF-IDF and BoW. The evolution of AI models like CNNs, LSTMs, and 

transformers led to their adoption for cyberbullying detection, because of their high 

performance with unstructured data. Also, hybrid approaches have emerged; these 

approaches combine traditional ML and DL models to improve the accuracy of 

cyberbullying detection. 

Despite of the significant progress in this field, many challenges remain namely 

multilingual data and multimodal content. In this context, we see promising prospec-

tive in the use of Large Language Models (LLMs) such as BERT, RoBERTa, and 

GPT. Their ability to capture deep semantic relationship and contextual nuances 

makes these models well-suited for cyberbullying detection. 
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