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Abstract. Hierarchical text classification (HTC) remains a challeng-
ing task in natural language processing (NLP) due to the complexity
of multi-level label structures. Traditional deep learning models, such
as BERT-BILSTM, often struggle to effectively capture hierarchical de-
pendencies. In this paper, we propose a novel approach that fine-tunes
BERT with Kolmogorov-Arnold Network (KAN) to improve HTC per-
formance. BERT is leveraged to generate contextual text embeddings,
while KAN, a neural network variant with learnable activation functions
on edges instead of fixed activation functions on neurons, enhances classi-
fication by capturing hierarchical relationships more effectively. We eval-
uate the BERT-KAN model on a large-scale dataset of Amazon product
reviews, structured into three hierarchical levels. Our results demonstrate
that BERT-KAN outperforms BERT-BIiLSTM across multiple evalu-
ation metrics, particularly in Category Accuracy and Hierarchical F1
Score, confirming its superior ability to model hierarchical structures.

Keywords: Hierarchical text classification (HTC) - Deep learning - BERT
- Kolmogorov-Arnold Network (KAN) - Neural networks (NN) - Text rep-
resentation- Classification model.

1 Introduction

Text classification is a fundamental task in Natural Language Processing (NLP)
that involves assigning predefined categories to textual data [1]. It has a wide
range of applications, including document organization, sentiment analysis, and
spam detection. Traditionally, text classification challenges have been addressed
using machine learning methods, where models are trained on labeled datasets
to learn patterns and make predictions [2]. However, the advent of deep learning
has significantly improved the performance of text classification models. Deep
learning, a subset of machine learning, leverages neural networks (NNs) with
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multiple layers (hence the term "deep") to capture complex patterns in textual
data [3].

The ability of deep learning models to process large-scale data and ex-
tract intricate linguistic patterns has led to the development of advanced ar-
chitectures, such as Bidirectional Encoder Representations from Transformers
(BERT), Multi-Layer Perceptron (MLP), Kolmogorov-Arnold Network (KAN),
Long Short-Term Memory (LSTM), and Bidirectional LSTM (BiLSTM). These
models have revolutionized NLP by enabling more accurate and efficient text
classification.

Hierarchical Text Classification (HTC) introduces additional complexity com-
pared to conventional (flat) text classification [4]. Unlike flat classification, where
each document is assigned a single label, HT'C requires assigning labels that fol-
low a hierarchical structure. This hierarchical organization demands models that
not only understand textual content but also capture the relationships between
different levels of classification.

In this paper, we propose fine-tuning BERT with KAN for HT'C. Fine-tuning
aligns BERT with KAN to meet the specific demands of hierarchical classi-
fication. BERT, a deep learning-based model, transforms textual data into a
768-dimensional vector representation. KAN, an alternative to MLP, introduces
learnable activation functions on edges (weights) and eliminates traditional lin-
ear weights. Instead, each weight is replaced by a univariate function parame-
terized as a spline. The proposed BERT-KAN model is evaluated against the
BERT-BIiLSTM model [5]. Experimental results demonstrate the superiority of
the KAN-based approach in terms of Category Accuracy, Category F1 Score,
Super-Category Accuracy, Super-Category F1 Score, and Hierarchical F1 Score.

The remainder of this paper is structured as follows: Section 2 reviews related
work, with a focus on text classification approaches. Section 3 introduces the
proposed BERT-KAN model, detailing how BERT is integrated with KAN for
HTC. Section 4 presents a comparative study between BERT-KAN and BERT-
BiLLSTM, discussing performance metrics and experimental results. Finally, Sec-
tion 5 concludes the paper by summarizing key findings and outlining future
research directions in hierarchical text classification.

2 Related work

Text classification (T'C) is one of the most extensively researched tasks in Natu-
ral Language Processing (NLP) [6]. TC techniques primarily involve supervised
learning methods that map textual data to predefined labels. Over the years,
various surveys and studies have explored a range of methodologies, from tra-
ditional machine learning approaches to contemporary deep learning models [1,
6-12].

Hierarchical Text Classification (HTC) is a specialized subset of TC, distin-
guished by its multi-level label structure, which introduces additional complex-
ity in classification. Unlike standard T'C, where labels exist independently, HTC
requires capturing hierarchical relationships between labels to improve classifi-
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cation accuracy. Given the diverse range of HTC methodologies, we build upon
the study by Zangari et al. [13] and provide a synthesized overview of recent
approaches, consolidating them into a summarizing table (Table 1).

Table 1. Summary of recent HTC approaches.

Approach Description References
Sequence-to-sequence (Seq2Seq)|Treats HTC as a sequence genera-|[14-21]

tion task, where the input document
is mapped to a sequence of hierarchi-
cal labels. Techniques such as breadth-
first and depth-first ordering are ap-
plied to generate structured label se-
quences. Improves local label depen-
dency modeling.

Graph-based methods Utilizes graph neural networks (GNNs)|[18, 22-32]
and graph convolutional networks
(GCNs) to represent label hierar-
chies. Enables hierarchy-aware and
label-balanced classification. Some ap-
proaches incorporate knowledge graphs
(KGs) for enhanced representation.
Large model tuning Techniques such as prompt-tuning and|[33-36|
prefix-tuning are applied to large pre-
trained language models, embedding
classification tasks within a natural lan-
guage modeling framework. Reduces
fine-tuning costs while maintaining
high performance.

In this study, we introduce the BERT-KAN model, a transformer-based deep
learning approach tailored for HT'C. This model leverages the representational
power of Bidirectional Encoder Representations from Transformers (BERT) and
the adaptability of Kolmogorov-Arnold Networks (KAN) to improve classifica-
tion performance. The integration of KAN enables a more flexible and struc-
tured classification process by replacing traditional linear weights with learnable
activation functions. Our proposed approach aligns closely with graph-based
methodologies while leveraging transformer-based hierarchical learning for en-
hanced performance.

The next section provides a detailed discussion of the BERT-KAN model
and its components, highlighting how it addresses key challenges in HTC.
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3 BERT-KAN model
The proposed BERT-KAN model is composed of three key modules: the Data

Loading module, the BERT module, and the KAN module (see Fig. 1). Each
module plays a crucial role in hierarchical text classification.

— D BERT
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Fig. 1. BERT-KAN model architecture.

3.1 Data loading module

This module is responsible for preparing the dataset by loading data, encoding
labels, and splitting the corpus into training and test sets. The dataset used
in this study is derived from Amazon product reviews* and consists of 40000
textual entries. The hierarchical structure of this dataset is organized into three
levels: 6 broad categories at the first level, 64 subcategories at the second level,
and 510 fine-grained classes at the third level. The primary classes at the highest
level include grocery and gourmet food, beauty, pet supplies, health and personal
care, baby products, and toys and games.

To align with our model’s input requirements, the dataset structure was
adapted from its original format (Text | Category levell | Category level2 |
Category _level3) to a more suitable form: (Text | Category | Super category).
This transformation ensures efficient label encoding and hierarchical classifica-
tion.

Determining the optimal train-test split is a well-known challenge in text
classification tasks. Bichri et al. [37] demonstrated that using at least 70% of the
dataset for training leads to superior performance. Vrigazova [38] reached a simi-
lar conclusion after multiple experiments, recommending a 70/30 train-test split
for classification problems. Following these findings, our dataset was randomly
split 70% for training and 30% for testing, ensuring a balanced distribution of
samples across hierarchical levels.

4 https://www.kaggle.com /datasets/kashnitsky /hierarchical-text-classification
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3.2 BERT module

This module is responsible for generating contextual embeddings for input text
using BERT (Bidirectional Encoder Representations from Transformers). BERT,
introduced by Devlin et al. [39], is a transformer-based deep learning model de-
signed to produce high-quality contextualized word representations. Unlike tra-
ditional word embeddings, BERT considers both preceding and succeeding words
in a sentence, making it bidirectional and significantly improving its language
understanding capabilities.

Before text can be processed by BERT, it undergoes the following prepro-
cessing steps:

1. Tokenization: The input text is converted into subword tokens using Word-
Piece tokenization.

2. Special token insertion: Each input sequence is prefixed with a [CLS] token
and suffixed with a [SEP]| token.

3. Padding and truncation: Sequences are adjusted to a fixed length by padding
shorter sequences and truncating longer ones.

4. Attention masking: Tokens are masked appropriately to distinguish real
words from padding tokens during processing.

Once preprocessed, the tokenized text is passed through BERT’s transformer
layers, generating contextual embeddings that capture syntactic and semantic
relationships within the text.

3.3 KAN module

The Kolmogorov-Arnold Network (KAN) module transforms the BERT-generated
embeddings into a hierarchical representation, enhancing classification perfor-
mance. KAN;, introduced by Liu et al. [40], is a novel neural network architecture
inspired by the Kolmogorov-Arnold representation theorem.

Unlike traditional Multi-Layer Perceptrons (MLPs), which rely on fixed ac-
tivation functions at the neuron level, KAN represents a fundamental shift:

— Learnable activation functions: Instead of fixed activations, KANs assign
learnable univariate functions to edges (weights), parameterized as splines.

— No linear weights: Unlike MLPs, KANs entirely replace linear weights with
learnable functions, improving expressiveness.

— Efficient representation: KANs require fewer parameters than MLPs while
maintaining or surpassing accuracy, making them more computationally ef-
ficient.

— Interpretability: The function-based transformations in KANs can be visual-
ized and understood intuitively, enabling better interpretability and human
interaction.

In the BERT-KAN model, KAN layers are employed to map BERT embed-
dings to hierarchical label representations, effectively capturing:
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— Interdependencies between hierarchical classes (e.g., level 1 influences level
2, which in turn affects level 3 predictions).

— Non-linear relationships in text features for improved classification accuracy.

— Flexible transformations that adapt dynamically to variations in input text
structure.

By integrating KAN with BERT, our model achieves an optimal balance
between contextual representation learning (via BERT) and hierarchical label
modeling (via KAN), resulting in improved performance for hierarchical text
classification.

4 Comparative study

This section presents a comparative analysis of the proposed BERT-KAN model
against an existing deep learning approach, BERT-BIiLSTM, introduced by Hamza-
oui et al. [5]. BILSTM, or Bidirectional Long Short-Term Memory, extends the
traditional LSTM model to address the limitations of standard recurrent neural
networks (RNNs) in capturing long-term dependencies. While LSTM networks
regulate the flow of information through specialized gating mechanisms to re-
tain or discard information as needed [41], BILSTM enhances this mechanism
by processing input sequences in both forward and backward directions. This
bidirectional structure ensures that contextual dependencies from both ends of
a sequence are considered, leading to a more comprehensive understanding of
textual data [42].

4.1 BERT-BIiLSTM model

The BERT-BIiLSTM model architecture (see Fig. 2) consists of several key com-
ponents:

— Input layer: The dataset is loaded and divided into two subsets, with 70%
used for training and 30% for testing.

— BERT embedding layer: A pre-trained BERT model generates contextual
embeddings for input text sequences. These embeddings capture complex
linguistic patterns, and provide dense vector representations influenced by
the entire input sequence.

— Bidirectional LSTM layer: Two LSTM layers process BERT embeddings.
One layer analyzes the text in a forward direction. The other layer processes
it in reverse. This bidirectional approach enhances the model’s ability to
detect dependencies within the hierarchical structure.

— Dense layer: A fully connected layer applies a softmax activation function
to classify text at multiple hierarchical levels, producing a probability dis-
tribution over predefined categories and super-categories.
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4.2 Evaluation metrics
To evaluate our model performance, the following metrics are used:

— Category accuracy: Measures the proportion of correct predictions at the
category level [43].

Number of Correct Category Predictions
Total Number of Predictions

(1)

Category Accuracy =

— Category F1 Score: Evaluates classification performance by balancing preci-
sion and recall [44].

e Precision: The ratio of correctly predicted positive instances to all pre-
dicted positives.

Precisi True Positives @)
recision =
True Positives + False Positives

e Recall: The ratio of correctly predicted positive instances to all actual
positives.

Recall True Positives (3)
ecall =
True Positives + False Negatives

e F'1 Score: The harmonic mean of precision and recall.

Precision x Recall

(4)

Cat F158 =2
aregory core % Precision + Recall

— Super-category accuracy (S_ C accuracy): Assesses the correctness of predic-
tions for higher-level super-categories [43].

Number of Correct Super _Category Predictions
Total Number of Predictions

S _C Accuracy = (5)

— Super-Category F1 Score: Similar to the category-level F1 score but applied
at the super-category level [44].

Precisi True Positives (6)
recision =
True Positives + False Positives

Recall True Positives (7)
ecall =
True Positives + False Negatives

Precision x Recall

S Cat F158 =2
uper_Category core * Precision + Recall
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— Hierarchical F1 Score (HF1 Score): Accounts for classification correctness
across both category and super-category levels [45]. It considers true posi-
tives, false positives, and false negatives in the hierarchical structure. It also
ensures that errors are evaluated in relation to the hierarchical nature of the
dataset.

Let TPy be the number of true positives considering the hierarchy, F' Py be
the false positives, and FNg be the false negatives.

TP
Hierarchical Precision = m 9)
TP
Hierarchical Recall = m (10)

Hierarchical Precision x Hierarchical Recall
HF1S =2 11
core % Hierarchical Precision + Hierarchical Recall (11)

4.3 Results and discussion

For the comparative study, both BERT-KAN and BERT-BiLSTM models were
implemented and made publicly available on GitHub® to support further re-
search in Al and NLP. The evaluation was conducted on a large hierarchical
dataset structured into three levels, utilizing a high-performance GPU-powered
system. The experimental setup included an MSI GeForce RTX 3060 GAMING
12G graphics card with a boosted frequency of 1777 MHz, 12 GB of GDDR6
memory, and 3584 CUDA cores, ensuring efficient processing of deep learning
computations.

The results of the classification tasks are presented in Fig. 3. The BERT-
KAN model demonstrated superior performance across all evaluation metrics
compared to BERT-BiLSTM. The category accuracy for BERT-KAN reached
50.95%, surpassing the 44.89% achieved by BERT-BILSTM. Similarly, super-
category accuracy was higher for BERT-KAN at 64.33%, compared to 62.65%
for BERT-BiLSTM.

F1 scores further reinforced this advantage. The hierarchical F1 score, a
crucial metric for hierarchical classification, showed a notable difference, with
BERT-KAN achieving 0.2972, significantly outperforming BERT-BiLSTM’s score
of 0.2411. These findings suggest that KAN’s capabilities contribute to a more
effective capture of hierarchical relationships within the dataset.

Despite BERT-BILSTM'’s strong performance as a baseline, its reliance on
sequential processing within the LSTM network may limit its ability to model
complex hierarchical dependencies as effectively as KAN. The results indicate
that KAN’s learnable activation functions and data transformation mechanisms
provide a more robust classification approach.

5 https://github.com/khouloud-1/BERT-KAN



10 F. Author et al.

0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
Category Category F1  Super-Category Super-Category Hierarchical F1
Accuracy Score Accuracy F1 Score Score

B BERT-KAN ™ BERT-BiLSTM

Fig. 3. Evaluation results of HTC with BERT-KAN and BERT-BIiLSTM models.

5 Conclusions and perspectives

This study explored the integration of Kolmogorov-Arnold Network (KAN) with
BERT to enhance hierarchical text classification (HTC). BERT was utilized to
generate contextual embeddings, providing numerical representations of input
texts, while KAN served as the classification model, leveraging its capacity for
function approximation and hierarchical pattern recognition.

Through comparative experiments on a large dataset of Amazon product
reviews, our findings indicate that BERT-KAN consistently outperforms BERT-
BiLSTM, particularly in Category Accuracy and Hierarchical F1 Score. These re-
sults emphasize the potential of KAN in effectively capturing hierarchical struc-
tures in text data, making it a promising alternative for HTC tasks requiring
contextual understanding at multiple levels.

To further enhance the BERT-KAN model, several avenues for improvement
can be explored:

— Hyperparameter optimization: Fine-tuning key parameters, such as the learn-
ing rate, batch size, and activation functions, may yield improved perfor-
mance.

— Architectural refinements: Investigating different KAN configurations or hy-
bridizing it with other deep learning techniques could further enhance hier-
archical classification.

— Dataset expansion: Incorporating more diverse texts and labels or extending
the dataset to include additional hierarchical levels would provide a more
rigorous evaluation of the model’s robustness.
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— Cross-domain and multilingual applications: Applying BERT-KAN to dif-
ferent languages and domains could broaden its applicability and contribute
to the advancement of hierarchical text classification research.

By addressing these challenges and exploring these opportunities, future re-
search can further solidify the role of BERT-KAN as a powerful model for hier-
archical text classification in varied and complex linguistic settings.
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